An Improved Petal Heuristic for the Vehicle Routeing Problem
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Solutions produced by the first generation of heuristics for the vehicle routeing problem are often far from optimal. Recent adaptations of local search improvement heuristics, like tabu search, produce much better solutions but require increased computing time. However there are situations where good solutions must be obtained quickly. The algorithm proposed in this paper yields solutions almost as good as those produced by tabu search adaptations, but at only a small fraction of their computing time. This heuristic can be seen as an improved version of the original petal heuristic. On 14 benchmark test problems, the proposed heuristic yields solutions whose values lie on average within 2.38\% of that of the best known solutions.
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INTRODUCTION

The Vehicle Routeing Problem (VRP) holds a central place in distribution management. It can be defined as follows. Let $G = (V, A)$ be a graph where $V = \{v_0, \ldots, v_n\}$ is the vertex set and $A = \{(v_i, v_j) : v_i, v_j \in V, i \neq j\}$ is the arc set. Vertex $v_0$ represents a \textit{depot} at which are based $m$ identical vehicles of capacity $Q$, while the remaining vertices correspond to customers or cities. With each vertex $v_i \in V$ is associated a non-negative demand $q_i$ and a service time $s_i$. In the version of the problem under consideration, all arcs are undirected, i.e. they are \textit{edges}. With each such edge $(v_i, v_j)$ is associated a non-negative cost, $c_{ij}$, interpreted here as a travel time. The number of vehicles is not determined \textit{a priori}. The VRP consists of determining a set of $m$ vehicle routes (1) starting and ending at the depot, and such that (2) each customer is visited exactly once, (3) the total demand of any vehicle route does not exceed $Q$, (4) the duration of any route (including service times) does not exceed a preset upper limit $D$, and (5) the total cost of all routes is minimized.

The VRP is a hard combinatorial optimization problem which reduces to the Traveling Salesman Problem (TSP) when $m = 1$, and both $Q$ and $D$ are sufficiently large. Surveys are provided by Christofides\textsuperscript{1}, Laporte and Nobert\textsuperscript{2}, Laporte\textsuperscript{3} and Fisher\textsuperscript{4}. In the current state of knowledge, the VRP can rarely be solved to optimality for instances involving more than 50 customers. The best existing exact algorithms appear to be those of Cornuéjols and Harche\textsuperscript{5}, and of Christofides, Hadjiconstantinou and Mingozzi\textsuperscript{6}. Fisher\textsuperscript{7} also describes a branch and cut algorithm for the case where single-customer routes are forbidden. Several approximation algorithms have also been proposed. These include the classical savings algorithm\textsuperscript{8}, the sweep algorithm\textsuperscript{9}, the generalized assignment based heuristic of Fisher and Jaikumar\textsuperscript{10}, and some parallel insertion algorithms\textsuperscript{11,12}. These methods are often one-phase heuristics that concentrate on building a feasible solution, with little effort spent on solution improvement. Recently, there have been significant developments in the area of local search improvement heuristics such as simulated annealing and tabu search. For a survey, see Gendreau, Laporte and Potvin\textsuperscript{13}. Tabu search appears to be the most powerful method. Its application to the VRP by Osman\textsuperscript{14}, Taillard\textsuperscript{15} and Gendreau, Hertz and Laporte\textsuperscript{16} has produced the best known results on the fourteen benchmark problems described by Christofides, Mingozzi and Toth\textsuperscript{12}.
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The recent results obtained with tabu search indicate that solutions produced by the first generation of heuristics are often far from optimal and deviations from optimality are typically in the 10–15% range. While the solutions produced by tabu search are much better (and sometimes optimal), these require substantial computing times and several parameter settings. For example, on the fourteen benchmark problems, Osman's\textsuperscript{14} algorithm takes between 0.83 and 93 minutes on a VAX 8600 computer, while Gendreau, Hertz and Laporte\textsuperscript{16} report computing times ranging from 6 to 100 minutes on a Silicon Graphics workstation. Taillard\textsuperscript{15} uses parallel computing and does not report computational times.

When problems must be solved infrequently and significant sums of money are at stake, it makes sense to spend large amounts of time on their solution. There are situations, however, where good quality solutions, must be produced quickly, often in real time. This is the case, for example, of several families of dynamic and stochastic VRPs where route reoptimization is allowed to take place as information is gathered on the value of stochastic variables (e.g. random demands\textsuperscript{17}). The algorithm we propose yields solutions nearly as good as those produced by the best available heuristics (e.g. tabu search), at only a fraction of the computing time.

We describe the algorithm in the next section, followed by the computational results and by the conclusion.

**ALGORITHM**

As with column generation algorithms (see, e.g. Balinski and Quandt\textsuperscript{18}, Agarwal, Mathur and Salkin\textsuperscript{19}, and Desrochers, Desrosiers and Solomon\textsuperscript{20}), the proposed heuristic generates a set of good vehicle routes and then makes an optimal selection of some of these routes using a set partitioning algorithm. Other algorithms belonging to the same family are the sweep algorithm of Gillett and Miller\textsuperscript{9}, and the petal method originally proposed by Foster and Ryan\textsuperscript{21} and extended by Ryan, Hjornig and Glover\textsuperscript{22}. More specifically, we generate a number of $r$-petals, i.e. sets of $r$ routes which collectively service all customers contained within a given sector centred at the depot (Figure 1).

![Fig. 1. Customers contained within a given sector.](image)

The proposed heuristic generates 1-petals and 2-petals using a sweep procedure (Figures 2 and 3). It applies to each of them a routeing heuristic to check the feasibility of the proposed itinerary and to compute an upper bound on its optimal cost.

In what follows, we first describe how the itineraries are generated. We then show how these modules are integrated within a global route generation procedure. Finally, we outline the petal selection procedure.

**1-Petal heuristic**

In the case of 1-petals, or single vehicle routes, between the depot and a set $S$ of customers, we use the TSP heuristic $I^3$ recently developed by the authors\textsuperscript{23}. $I^3$ is a three-phase heuristic that
constructs a good Hamiltonian cycle over a set of vertices by first forming an initial envelope (not necessarily convex) of the vertices, then sequentially inserting the remaining vertices into the partially constructed tour, and finally improving the resulting tour by means of a restricted 4-opt edge exchange mechanism called 4-opt*. On randomly generated problems, I³ dominates some of the best composite heuristics for the TSP. On 100-vertex instances, it produces solution values on the average within 2.2% of the optimum. As the size of the single routes in our test problems will be considerably less, we should expect near-optimal solutions.

2-Petal heuristic

To construct 2-petals over a set of vertices $S$, we first consider two seed vertices and create two back and forth routes between the seeds and the depot. Each remaining vertex is then included in the two routes using a cheapest insertion criterion, while maintaining feasibility. A reoptimization of the partial routes is performed using the 4-opt* exchange procedure where each time the number of vertices on a route is a multiple of an input parameter $\gamma$. An edge exchange procedure to be described later is also applied whenever some vertices cannot be inserted into one of the two routes.

We select as seeds the two vertices that are the furthest apart in $S$. Other simple rules were applied, e.g. considering the angle between the two vertices and the depot, but none produced better results than the largest distance rule. Several insertion rules were also attempted. The simplest one is to compute the insertion cost for each of the two routes of each unrouted vertex, and implement the cheapest feasible insertion. The disadvantage of this procedure is that it often creates unbalanced routes at the initial stages, resulting in highly suboptimal routes if the problem is tightly constrained. To counter this, we define a tightness coefficient $\alpha = 2Q - \sum_{i \in S} q_i$ to guide the search process. Whenever an insertion is attempted, we impose that the absolute difference between the total demand of each route should not exceed $\alpha$. Thus, if $\sum_{i \in S} q_i$ is small, $\alpha$ will be large and will have little effect on the insertion process; however, if $\sum_{i \in S} q_i$ is larger, $\alpha$ will be small and will force the creation of balanced routes at each iteration. When this condition cannot be respected, we simply use the cheapest insertion. Since our problem may involve a maximal duration constraint, the current length of a route may at some point exceed $D$. To help counter this, each of the two routes is reoptimized when its number of vertices reaches a new multiple of the input parameter $\gamma$. We use for this the 4-opt* edge exchange procedure.
If some vertices of $S$ remain uninserted after applying the above procedure, the following improvement mechanism may be applied to increase the likelihood of inserting more vertices. Let $(i_h, j_h, k_h, l_h)$ be a sequence of four vertices (any of these vertices may be the depot) on each of the two routes $h = 1$ and $h = 2$. Then the following moves are attempted, but the depot is never moved: (1) insert $j_2$ between $i_2$ and $j_1$; (2) insert $j_2$ between $i_1$ and $j_1$; (3) swap $j_1$ and $j_2$; (4) insert $(j_1, k_1)$ between $i_2$ and $j_2$, considering the two possible orientations; (5) insert $(j_2, k_2)$ between $j_1$ and $k_1$, considering the two orientations; (6) swap $(j_1, k_1)$ with $(j_2, k_2)$, considering all four combinations. No move is executed unless it produces a better feasible solution. As soon as a profitable move is identified, it is implemented and the insertion process is restarted. Note that these operations constitute a restriction of the so-called $\lambda$-interchange mechanism described by Osman. Extensive tests have shown that using this limited set of moves results in almost no loss of quality with respect to all possible moves. This can be explained in part by the fact that very often, the 4-opt* procedure will have been applied to these routes and little room is left for improvement.

This improvement procedure is also applied to the final 2-petal over $S$. However, to save time, it is only applied if the problem over the current 2-petal is tightly constrained, i.e. if $\sum_{v \in S} q_{i_v} > (1 + \beta)Q$, where $\beta \in [0,1]$ is a user-controlled parameter, or if $d(S) > (1 + \beta)D$, where $d(S)$ is the current total duration of the two routes defined over vertex set $S$. Thus, if $\beta = 0$, the procedure is always applied and if $\beta = 1$, it is never applied.

When all vertices of $S$ have been included in one of two feasible routes, reoptimize each of them using the 1-petal heuristic.

Generating all 1-petals and 2-petals

We are now in a position to describe the procedure used for the generation of all 1-petals and 2-petals. Without loss of generality, assume vertices are relabeled in increasing order of the polar angle they form with an arbitrary radius centered at the depot; ties are broken by first selecting the vertex having the smallest radius. In what follows, assume $v_j = v_{j(n)}$ if $j > n$. Petals are constructed by applying the following steps.

Step 1 (Initialization). Set $i := 0$.

Step 2 (Termination check). Set $i := i + 1$. If $i > n$, stop.

Step 3 (Route initialization). Consider the customer set $S_{i-1} := \{v_i\}$; record it and the cost $c_{i-1} := 2c_{oi}$ of the associated route. Set $j := i + 1$. Generate the customer set $S_{ij} := \{v_i, v_j\}$ and consider the route $(v_o, v_i, v_j, v_o)$. If it is infeasible, go to Step 5. Otherwise, record $S_{ij}$, the associated route, and its cost $c_{ij}$.

Step 4. (1-petal expansion). Set $j := j + 1$ and $S_{ij} := \{v_i, \ldots, v_j\}$. If the total demand of $S_{ij}$ exceeds $Q$, go to Step 5. Otherwise, apply the 1-petal heuristic with $S := S_{ij}$. If no feasible route can be identified, go to Step 5. Otherwise, record $S_{ij}$, the associated solution, and its cost $c_{ij}$. Repeat this step.

Step 5. (2-petal expansion). If the total demand of $S_{ij}$ exceeds $2Q$, go to Step 6. Otherwise, apply the 2-petal heuristic with $S := S_{ij}$. If no feasible 2-petal can be identified, go to Step 6. Otherwise, record $S_{ij}$, the associated solution, and its cost $c_{ij}$. Set $j := j + 1$ and $S_{ij} := \{v_i, \ldots, v_j\}$. Repeat this step.

Step 6. (Dominance test). Some of the petals just created may be dominated. If $j = 2$, go to Step 2. Otherwise, for $h = j, j - 1, \ldots, 3$, consider the vertex set $S_{ih}$ and the last vertex $v_{ih}$ inserted in $S_{ih}$. Let $c_{ih}$ be the cost of the corresponding petal. If $c_{ih} < c_{ih}$, removing $v_{ih}$ from $S_{ih}$ results in a petal whose cost does not exceed $c_{ih}$. The petal defined in $S_{ih}$ is then dominated and replaced by the petal defined over $S_{ih} \setminus \{v_{ih}\}$. Go to Step 2.

One advantage of this petal generation approach, as opposed to the original petal method, is that it enables the creation of embedded or intersecting vehicle routes often encountered in optimal solutions (Figure 4).
**Petal selection procedure**

Once all 1-petals and 2-petals have been generated, an optimal combination can be determined by solving a set partitioning problem of the form

\[
\text{Minimize } \sum_{l \in L} \bar{c}_l x_l
\]

subject to

\[
\sum_{l \in L} a_{kl} x_l = 1 \quad (k = 1, \ldots, n)
\]

\[
x_l = 0 \text{ or } 1 \quad (l \in L),
\]

where \( L \) is the set of candidate \( r \)-petals \((r = 1 \text{ or } 2)\), \( \bar{c}_l \) is the cost of petal \( l \), and \( a_{kl} = 1 \) if and only if vertex \( v_k \) belongs to petal \( l \). Since each petal corresponds to a contiguous sector of vertices, the \((a_{kl})\) matrix possesses the column circular property (i.e. the 1’s in each column are consecutive modulo \( n \)) and the set partitioning problem can be solved in polynomial time\(^{22}\) by reduction to a series of shortest path problems in an acyclic graph (see, e.g. Beasley\(^{24}\) and Ulusoy\(^{25}\)). A detailed description of this set partitioning algorithm is provided in Docteur and Renaud\(^{26}\).

**Route merge**

A final check is performed over all pairs of vehicle routes just selected to determine whether any of these can be feasibly combined. If so, the merge is implemented, and the combined route is reoptimized using the 1-petal heuristic.

**COMPUTATIONAL RESULTS**

The improved petal algorithm just described was tested on the fourteen benchmark problems described in Christofides, Mingozzi and Toth\(^{12}\), using the parameter values \( \gamma = 5 \) and \( \beta = 0.25 \). Comparisons were made with the classical sweep algorithm of Gillett and Miller\(^{9}\) and with a 1-petal generation algorithm of the type described by Foster and Ryan\(^{21}\). We also provide comparisons with the best known results produced by Taillard\(^{15}\). As this author does not provide computation times, we only report his solution values.

Before we proceed with the presentation of the results, a few words of caution are in order. First, straight comparisons with results reported in the literature are often misleading. Computation times cannot always be compared because of the different computers and operating systems involved. Also, the rounding and truncating conventions often vary from author to author: final solution values can differ significantly according to whether real, rounded or truncated \( c_{ij} 's \) are used. On this subject, see Mole\(^{27}\) and Gendreau, Hertz and Laporte\(^{16}\). Finally, there are several ways to code the sweep or 1-petal algorithms as the rules are not always well specified in the
original articles. As a result, the outcome is related to the implementation. All our programs were coded in Pascal with the same data structures, and executed on a Sun Sparcstation 2 (28.5 Mips, 4.2 Mflops) with 32 megabytes of Ram. All tests were executed using real $c_{ij}$'s, and the final solution value was rounded up or down after two decimals.

For our implementation of the sweep algorithm, we followed the instructions provided in Christofides, Mingozzi and Toth\textsuperscript{12} and made the following choices whenever these instructions were ambiguous: (1) when several vertices have the same polar angle, ties are again broken by first selecting the vertex with the smallest radius; (2) in problems with capacity constraints only, the 'emerging route $R$' is reoptimized whenever the vehicle capacity is attained. This is done using 3-opt, where the starting tour corresponds to the sequence in which the vertices were introduced in the sweep process. In problems with maximal duration constraints, vertices are gradually introduced using a cheapest insertion criterion, and 3-opt reoptimization takes place whenever the capacity or duration constraint is violated. In the latter case, it may be possible to include additional vertices in the route; (3) the set $U$ was formed by taking the next five unrouted vertices; (4) the value of $D2$ is found using 3-opt; (5) when vertices are swapped between $R$ and $U$, each route is reoptimized using 3-opt, starting with the current routes.

Similarly, the petal method is not fully specified in the original article\textsuperscript{21}. We implemented it as in our improved petal algorithm, by simply skipping the generation of 2-petals.

Our computational results are summarized in Table 1. We first note that our results reported for the sweep algorithm are comparable, but slightly better on the average than those reported by Christofides, Mingozzi and Toth\textsuperscript{12}. No basis for comparison is available for the original 1-petal algorithm. Our results indicate that in terms of solution quality, the improved petal algorithm is superior to the sweep heuristic of Gillett and Miller\textsuperscript{9} and to our implementation of the 1-petal algorithm. On average, our solution values lie within 2.38% of the best known values. Note that the sweep algorithm is regarded as one of the best construction heuristics available\textsuperscript{12,16}. The 1-petal algorithm is much faster than sweep, mostly because it does not use the time consuming 3-opt procedure. The improved petal heuristic never takes more than 12 minutes, but is more than ten times slower than the 1-petal algorithm due to the effort spent on the generation 2-petals. The payoff is increased accuracy: our solutions are 2.38% above the best known values, instead of 5.85%. Finally, note that the worst deviation recorded with improved petal is 6.43%, compared with 21.45% for sweep and 20.22% for 1-petal.

CONCLUSIONS

We have described a new heuristic for the VRP that incorporates features of the sweep algorithm first described by Gillett and Miller\textsuperscript{9} and of column generation procedures\textsuperscript{18–20}. It can also be viewed as an improved version of the original petal algorithm\textsuperscript{21}. On fourteen classical test problems, our algorithm yields near-optimal solutions within very modest computing times. It constitutes a good compromise between simple algorithms such as sweep\textsuperscript{9}, and better but more time consuming tabu search based algorithms\textsuperscript{14–16}. Further improvements could conceivably be achieved by generating, in addition to 1-petals and 2-petals, $r$-petals with $r \geq 3$, at the expense of significantly increased computing time. Note that practitioners often dislike routes that intersect too frequently and therefore, limiting ourselves to $r \leq 2$ is probably a good compromise. Finally, since the proposed approach is quite fast, it can realistically be embedded within a local search heuristic such as tabu search.
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<table>
<thead>
<tr>
<th>Problem</th>
<th>n</th>
<th>Type</th>
<th>Sweep</th>
<th>Petal</th>
<th>Improved petal</th>
<th>Taillard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cost</td>
<td>% Above best</td>
<td>Time</td>
<td>Cost</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>C</td>
<td>531.90</td>
<td>1.01</td>
<td>0.12</td>
<td>531.90</td>
</tr>
<tr>
<td>2</td>
<td>75</td>
<td>C</td>
<td>884.20</td>
<td>5.86</td>
<td>0.17</td>
<td>885.02</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>C</td>
<td>846.34</td>
<td>2.44</td>
<td>1.18</td>
<td>836.34</td>
</tr>
<tr>
<td>4</td>
<td>150</td>
<td>C</td>
<td>1075.38</td>
<td>4.57</td>
<td>2.53</td>
<td>1070.50</td>
</tr>
<tr>
<td>5</td>
<td>199</td>
<td>C</td>
<td>1396.05</td>
<td>7.49</td>
<td>3.60</td>
<td>1406.84</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>C, D</td>
<td>560.08</td>
<td>0.84</td>
<td>0.16</td>
<td>560.08</td>
</tr>
<tr>
<td>7</td>
<td>75</td>
<td>C, D</td>
<td>965.51</td>
<td>6.14</td>
<td>0.19</td>
<td>968.89</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>C, D</td>
<td>883.56</td>
<td>2.03</td>
<td>1.47</td>
<td>877.80</td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>C, D</td>
<td>1220.71</td>
<td>5.00</td>
<td>3.00</td>
<td>1220.20</td>
</tr>
<tr>
<td>10</td>
<td>199</td>
<td>C, D</td>
<td>1526.64</td>
<td>9.21</td>
<td>4.91</td>
<td>1515.95</td>
</tr>
<tr>
<td>11</td>
<td>120</td>
<td>C</td>
<td>1265.65</td>
<td>21.45</td>
<td>3.52</td>
<td>1252.84</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>C</td>
<td>919.51</td>
<td>12.20</td>
<td>0.64</td>
<td>824.77</td>
</tr>
<tr>
<td>13</td>
<td>120</td>
<td>C, D</td>
<td>1785.30</td>
<td>15.84</td>
<td>2.24</td>
<td>1773.69</td>
</tr>
<tr>
<td>14</td>
<td>100</td>
<td>C, D</td>
<td>911.81</td>
<td>5.24</td>
<td>0.85</td>
<td>894.77</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>7.09</td>
<td>1.76</td>
<td>5.85</td>
<td>0.26</td>
</tr>
</tbody>
</table>

1 In problems 1 to 10, vertices are randomly generated in the plane. In problems 11 to 14, vertices are clustered.
2 C: capacity restriction; D: distance restriction.
3 Minutes on a Sun Sparc 2 workstation.
4 Best known solution value: see Taillard.
5 Optimal solution value: see Christofides, Hadjiconstantinou and Mingozzi.
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